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ABSTRACT
Excess chromospheric emissions within deep photospheric lines are effective proxies of stellar magnetism for FGK stars.
This emission decays with stellar age and is a potential determinant of this important stellar quantity. We report absolutely
calibrated H𝛼 chromospheric fluxes for 511 solar-type stars in a wide interval of precisely determined masses, [Fe/H], ages,
and evolution states from high S/N, moderately high−resolution spectra. The comparison of H𝛼 and H+K chromospheric fluxes
reveals a metallicity bias (absent from H𝛼) affecting Ca ii H+K fluxes thereby metal-rich stars with deep line profiles mimic
low chromospheric flux levels, and vice versa for metal-poor stars. This bias blurs the age-activity relation, precluding age
determinations for old, inactive stars unless mass and [Fe/H] are calibrated into the relation. The H+K lines being the most
widely studied tool to quantify magnetic activity in FGK stars, care should be exercised in its use whenever wide ranges of mass
and [Fe/H] are involved. The H𝛼 age-activity-mass-metallicity calibration appears to be in line with the theoretical expectation
that (other parameters being equal) more massive stars possess narrower convective zones and are less active than less massive
stars, while more metal-rich stars have deeper convective zones and appear more active than metal-poorer stars. If regarded
statistically in tandem with other age diagnostics, H𝛼 chromospheric fluxes may be suitable to constrain ages for FGK stars with
acceptable precision.

Key words: stars: activity – stars: atmospheres – stars: chromospheres – stars: solar-type – solar neighbourhood – techniques:
spectroscopic

1 INTRODUCTION

Age is among the most difficult stellar parameters to gauge with any
confidence, and only for the Sun can it be determined in a hypothesis-
free approach from primordial meteorite differentiates (Gancarz &
Wasserburg 1977). Reliable age determinations are essential ingredi-
ents to understanding the chemo-dynamical evolution of the Galaxy
and other stellar systems. A problem that has recently come to the
front of astrophysical research is the necessity to determine the ages
of star systems harboring potentially habitable exoplanets, both to un-
derstand their probable atmospheric evolution and to provide context
for the interpretation of biosignatures (Holland 2006; Gialluca et al.
2021; Méndez et al. 2021). The evolution of non-thermal, chromo-
spheric excess fluxes (usually referred to as chromospheric activity)
in the core of deep photospheric lines is widely regarded as well-
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connected to the aging of low-mass stars and the evolution of stellar
magnetism.

Attempts to characterize the chromospheric flux as a function of
stellar age began with the seminal work of Skumanich (1972), using
the H+K lines of Ca ii of a few stars of open clusters and kinematic
groups. The decades-long Mount Wilson project (Baliunas et al.
1995) has been monitoring the Ca ii H+K <S> index, which can be
converted into the log(R’HK) index, defined as the absolute line ex-
cess flux (total line flux − photospheric flux) normalized to the bolo-
metric flux (Linsky et al. 1979; Noyes et al. 1984). The log(R’HK)
is well-established as the standard metric to estimate stellar ages
through age-chromospheric activity relations (Mamajek & Hillen-
brand 2008). Soderblom (1985), Barry et al. (1987), Barry (1988)
and Soderblom et al. (1991) followed on the use of these lines as
chromospheric indicators of magnetic activity and age determinants.

More recently, Pace & Pasquini (2004) and Pace (2013) argued that
the H+K age-activity relation is discernible only for stars younger
than about ∼2 Gyr. Lorenzo-Oliveira et al. (2016a) disputed this
result and built a more comprehensive H+K age-activity relation
including stellar mass and metallicity as calibrating terms and were
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able to recover precise stellar ages up to∼6 Gyr. Mass and metallicity
are stellar structural parameters expected to dictate the extension of
the convective zone and, consequently, the power of the dynamo
effect, directly influencing the timescale of magnetic evolution. For
example, by using exclusively solar twins, thus narrowing the range
of stellar mass and metallicity, Lorenzo-Oliveira et al. (2018) showed
the age-activity relation to remain sensitive to stellar ages up to ∼7
Gyr. The dependence of chromospheric activity evolution with stellar
metallicity was also theoretically verified by Amard & Matt (2020),
reporting that metal-rich stars slow their rotation more efficiently
than metal-poor stars for ages larger than 1 Gyr.

Other strong photospheric lines, such as H𝛼 and the infrared triplet
lines of Ca ii, are also useful chromospheric activity diagnostics.
H𝛼 has a lower chromospheric contrast than the H+K transitions
(Pasquini & Pallavicini 1991), which makes the chromospheric ex-
cess flux harder to discern. Unlike the H+K lines, for which extensive
surveys exist (e.g. Gomes da Silva et al. 2021), H𝛼 has received far
less attention as a magnetic activity and chromospheric emission
diagnostic, even though spectroscopic surveys covering this spectral
range, such as GALAH (Buder et al. 2018), have recently become
available.

Despite their lower chromospheric contrast, H𝛼 fluxes have the
advantage of being much less influenced by stellar magnetic cy-
cles and transient phenomena such as flares and starspots (Lyra &
Porto de Mello 2005, hereafter, LPM05), which can show variations
in log(R’HK) even for very inactive stars (Gomes da Silva et al.
2021). The H𝛼 line profile, in addition, is nearly insensitive to stellar
metallicity (Fuhrmann et al. 1993), a parameter expected to directly
affect the H+K chromospheric flux measurements. This metallicity
dependence is also expected for other chromospheric diagnostics
based on metal lines, such as the Ca ii infrared triplet (also far less
studied than the H+K lines: Chmielewski 2000; Busà et al. 2007;
Lorenzo-Oliveira et al. 2016b) and the Mg ii lines.

Attempts to employ H𝛼 as a chromospheric indicator of age are
very scarce in the literature. Herbig (1985) carried out a pioneer study
for a sample of 40 stars. LPM05 built a multiparametric age-activity
relation from H𝛼 chromospheric fluxes for 175 stars, including mass
and metallicity as regressive variables. These authors were the first
to confirm observationally theoretical predictions connecting con-
vective properties (as described by the Rossby number: Barnes &
Kim 2010; Noyes et al. 1984) to stellar mass, metallicity, and the
timescale of chromospheric activity evolution. The Rossby num-
ber connects rotational evolution to the extension of the convective
zone: LPM05 highlighted that stellar structural parameters that drive
convective efficiency should be explicitly taken into account in the
derivation of age-activity relations, an assertion later reinforced by
Lorenzo-Oliveira et al. (2016a).

More recently, Douglas et al. (2014) studied the H𝛼 chromospheric
emission, quantified as line equivalent widths for Hyades and Prae-
sepe stars, reporting a dependence with the Rossby number. Sissa
et al. (2016) investigated the influence of H𝛼 chromospheric fluxes
on the measurement of ultraprecise radial velocities and built an age-
activity relation which, however, they found to be insensitive to stellar
age beyond 1.5 Gyr. Finally, Zhang et al. (2019) used the LAMOST
survey to identify open clusters and study chromospheric emission
in both the Ca ii K line and H𝛼 for ∼1,100 stars. They report that
their age-activity relations estimate stellar ages within 40% accuracy
for log (R’HK) and 60% using log(R’H𝛼).

Towards establishing the usefulness of other spectroscopic indi-
cators of chromospheric activity, besides H+K, for solar-type stars,
Lorenzo-Oliveira et al. (2016b) (hereafter, Paper I) reported absolute
chromospheric fluxes for the Ca ii triplet lines calibrated absolutely

by model atmosphere fluxes. In the present work, we expand on
the work of LPM05, enlarging the stellar sample and deriving total
and chromospheric absolute fluxes in physical units (erg cm−2 s−1),
through model atmosphere theoretical absolute fluxes. We analyzed
the H𝛼 chromospheric fluxes in terms of their correlation to Ca ii
H+K chromospheric losses and their evolution in time.

This paper is organized as follows: we present the sample and data
details in Section 2. In Sect. 3 we discuss the determination of the
stellar parameters: effective temperature (hereafter Teff), metallicity
(hereafter [Fe/H]), surface gravity, mass, radius, luminosity, absolute
magnitude and age. Details of the derivation of the total absolute
flux in the H𝛼 line, as well as the subtraction of the photospheric
component, are presented in Sect. 4. In Sect. 5, we quantify the
biases affecting the chromospheric fluxes of the H+K and triplet
lines and calibrate the H𝛼 chromospheric fluxes against stellar ages,
for the subsample of stars with precise isochronal ages, followed by
a summary of our conclusions in Sect. 6.

2 SAMPLE, OBSERVATIONS AND REDUCTION

Our data consists of spectra of 511 stars of F, G, and K spectral types,
main sequence dwarfs and subgiants, and the vast majority of stars
part of the solar neighbourhood (distances less than 50 parsecs to the
Sun). Some sample objects possess particular relevance:

(i) members of young stellar associations (Tucana-Horologium,
Beta-Pictoris) and open clusters (Hyades, Pleiades); their coeval na-
ture implies well-constrained metallicity and age;

(ii) stars previously known as chromospheric inactive stars (Henry
et al. 1996; Wright et al. 2004a), tasked with setting the lowest
absolute flux in H𝛼 at a given Teff and defining the envelope of
photospheric correction, as will be shown in Sect. 4;

(iii) metal-poor stars and cool stars (K dwarfs), objects that were
underrepresented in our previous work (LPM05).

(iv) stars for which asteroseismological ages are available as a
fundamental check on the isochronal and chromospheric ages.

We show in Fig. 1 the range of astrophysical parameters of the
sample in a HR diagram, comparing with the sample of LPM05.
Sample stars fill the range 4600 ≲ Teff ≲ 6600 K, −1.1 ≲ [Fe/H] ≲
0.5 dex, 3.4 ≲ log 𝑔 ≲ 4.6 dex, 0.2 ≲ L/L⊙ ≲ 14. Stellar masses lies
in the range 0.7 ≲ M/M⊙ ≲ 1.6, centered around the solar value.
Stellar ages span from a few Myr (the young stellar associations) up
to more than 10 Gyr. The distribution of the atmospheric parameters
can be seen in Fig. 2. The final adopted values for all parameters
shown in Fig. 1 and 2 are described in detail in Sec. 3.

All spectra were obtained in the Observatório do Pico dos Dias
(Laboratório Nacional de Astrofísica), using the 1.6 m Perkin-Elmer
telescope and the coudé spectrograph. A total of 511 stars were ob-
served, 235 of them at moderately high resolution (𝑅 ∼ 30 000), 214
at moderate resolution (𝑅 ∼ 11 000), and 62 at both resolutions. In
order to include solar flux spectra in our sample, we have observed
galilean satellites and the Moon as solar proxies in many runs, ex-
posed to very high S/N, the latter with its image stopped orthogonally
to the slit width to a size comparable to the seeing disks of the stars.

We used IRAF1 to reduce the spectra, following the standard pro-
cedure. The mean value of S/N for the spectra is ∼ 170: very few

1 IRAF is distributed by the National Optical Astronomy Observatories,
which is operated by the Association of Universities for Research in Astron-
omy, Inc. (AURA) under a cooperative agreement with the National Science
Foundation
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Figure 1. HR diagram comparing our sample with the sample of LPM05.
The Sun is represented by the usual symbol, in green.

Figure 2. Distribution of Teff , log 𝑔 and metallicity [Fe/H] for the sample
stars.

spectra have S/N < 100, and the bulk of the data lie in the 100 < S/N
< 300 range.

3 DETERMINATION OF STELLAR PARAMETERS

The accurate determination of absolute chromospheric fluxes of the
stars and their evolution with age calls for good-quality atmospheric
parameters. We first compiled the atmospheric parameters (Teff, log 𝑔
and [Fe/H]) from recent literature. These works mostly derive these
parameters spectroscopically, from the excitation and ionization equi-
librium of Fe I and Fe II lines, and employ very heterogeneous model
atmospheres, techniques and line lists. The full list of references uti-
lized in the atmospheric parameters compilation is available in Table
3. We strived to homogenize the data as described below, which also
affects the scale of the [Fe/H] , mass, surface gravity, and age values.

3.1 Photometric effective temperature

Giribaldi et al. (2019) compared Teff scales from photometry, the ex-
citation & ionization equilibria of Fe, and the fitting of models to H𝛼

profiles and concluded that the photometric IRFM Teff scale is fully
compatible with the fundamental interferometric one (Casagrande
et al. 2014). We thus set our Teff scale according to the calibrations

Table 1. Relation between offsets in effective temperature and the resulting
offsets in [Fe/H] , taken from representative literature.

Reference Δ[Fe/H]/ΔTeff

Clegg et al. (1981) 0.07 dex/100 K
Steenbock (1983) 0.06 dex/100 K

Cayrel de Strobel & Bentolila (1989) 0.04 dex/100 K
Zhao & Magain (1991) 0.06 dex/100 K
Da Silva et al. (2012) 0.06 dex/100 K

of Casagrande et al. (2010) and Casagrande et al. (2021), using the
colours:

(i) 𝐵−𝑉 and 𝐵𝑇 −𝑉𝑇 , retrieved from the HIPPARCOS catalogue
(Van Leeuwen 2007);

(ii) 𝑏 − 𝑦, retrieved from, primarily, Olsen (1983), Olsen (1993)
and Olsen (1994) (colours were transformed to the system of Olsen
1993, according to this author’s prescriptions);

(iii) 𝐺 − 𝑅𝑃, 𝐵𝑃 − 𝑅𝑃 and 𝐺 − 𝐵𝑃, from Gaia DR2 (Gaia Col-
laboration et al. 2018).

Each of these six colours provides a Teff estimate, using also
the [Fe/H] and log 𝑔 figures taken straight from the literature. We
adopted a weighted mean value of the effective temperatures (𝑇)
using the calibrations errors (spanning from 62 to 93 K). The resulting
uncertainty of each mean (𝜎𝑇̄ ) was calculated using the standard
deviation weighted by the calibration errors. A 2𝜎 clipping procedure
removed Teff values that clearly behaved as outliers, after which the
mean Teff internal uncertainty value converged to 38 K.

We note the presence of significant trends of the effective tempera-
tures given by the different colours versus the mean Teff values, with
absolute t-values of the slopes of the best-fitting lines higher than 2
(shown in Fig. 3), except 𝑏−𝑦. We performed some tests removing the
individual temperatures with the largest trends (owed to the 𝐵𝑇 −𝑉𝑇
and 𝐺 − 𝐵𝑃 colours) from the mean. We observed an increase in
the t-values of the trend slopes for the remaining colours, while the
mean error or the mean Teff distribution was sustained at 38 K. Thus,
we maintained all the individual effective temperatures in the mean
calculation as they stand. We suggest that deeper investigations into
these trends be considered in future works.

3.2 Setting [Fe/H] to the same scale

To try and mitigate the inevitable heterogeneity of Teff and
[Fe/H] values compiled from a large variety of papers, we devised a
correction based on the difference between the published Teff value
and our adopted photometric Teff (Teff,phot = 𝑇). Offsets in derived
[Fe/H] values as a function of varying the adopted Teff in model
atmosphere analyses of equivalent widths of Fe I and Fe II are well-
known and coherent: we compile some of them, spanning 30 years
of literature, in Table 1, in the format Δ[Fe/H]/ΔTeff.

We adopted the representative value of 0.06 dex/100 K to transform
the compiled values of [Fe/H], following the equation
Δ[Fe/H]
ΔTeff

=
0.06 dex
100 K

, (1)

where Δ[Fe/H] is the correction to be applied and

ΔTeff ≡ Teff,phot − Teff,lit , (2)

where Teff,lit stands for the published values.
The sign of the correction refers to the spectroscopic method of

deriving [Fe/H] . Whenever an analysis adopts, say, too low a Teff as

MNRAS 000, 1–14 (2024)
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(a) (b)

(c) (d)

(e) (f)

Figure 3. Behavior of the individual effective temperatures calculated through
each colour with respect to the mean value of the parameter. The red line
indicates the best fit, and the slope’s t-value is also given.

compared to our photometric Teff, a lower [Fe/H] is necessary to
explain the observed Fe line intensities, and we introduce a posi-
tive correction for [Fe/H] (and vice-versa). This procedure should
reduce the heterogeneity of our [Fe/H] scale: the correction values
are tightly distributed between −0.10 and +0.10 dex, with very few
values outside this range, and the mean value is positive, suggesting
that, in bulk, the Teff scale adopted by spectroscopic analyses is only
slightly cooler than the one from Casagrande et al. (2010) by ∼20
K. However, while we could not establish any significant slope in
the Teff,phot − Teff,lit versus Teff,phot regression, there is a significant
70 K scatter between the two scales: it is not uncommon for the
Teff difference between the literature and our Teff,phot to reach 100
K.

We highlight that the program stars that are members of the young
open clusters and stellar associations did not have their metallicities
corrected. We chose instead to adopt a collective value of [Fe/H] for
each cluster/association from the recent literature (see Table 2).

There were also 41 stars for which we could not find published
values of [Fe/H] from spectroscopic analyses. For these cases, we
estimated the metallicity from the calibration of Holmberg et al.
(2007), based on the colour 𝑏 − 𝑦 and the Strömgren indexes 𝑐1
and 𝑚1. A trend was found, along with a zero point offset, while
comparing the photometric metallicities (here called [Fe/H]phot) and
the literature ones ([Fe/H]lit), using all stars with both determinations.
We thus added a correction to the values of [Fe/H]phot for these 41

Table 2. Metallicities adopted for young associations and clusters. For the only
star of the Beta-Pictoris association (HD 35850), we adopted the individual
value of [M/H] = −0.02 dex of general metallicity (Gray et al. 2006).

Cluster/Association [Fe/H] Reference

Hyades +0.18 ± 0.03 Dutra-Ferreira et al. (2016)
Pleiades +0.01 ± 0.02 Schuler et al. (2010)

Tucana-Horologium −0.06 ± 0.09 Almeida et al. (2009)

stars, following the equation of the best fitting line to the points of
the [Fe/H]lit − [Fe/H]phot vs [Fe/H]phot plot,

[Fe/H]corr = 0.0178 × [Fe/H]phot + 0.0868 , (3)

where [Fe/H]corr is the correction to be summed to [Fe/H]phot.

3.3 Stellar masses, surface gravities and isochronal ages

The stellar masses and ages were determined using evolutionary
tracks and isochrones from the PARSEC suite (Bressan et al. 2012).
We used a python script that automated the process, reading the
effective temperature and the bolometric absolute magnitude, cal-
culated using the visual apparent magnitude from HIPPARCOS
(Van Leeuwen 2007) and the Gaia DR2 parallaxes, along with the
bolometric correction of Flower (1996), as updated by Torres (2010).
The code determines the probability density function for each param-
eter of interest from a Bayesian formalism (Almeida-Fernandes et al.
2023) considering the individual uncertainties of the stellar param-
eters. The code also classifies each star in terms of its probable
evolutionary status, as a dwarf, subgiant, or giant.

The solar properties set the scale and zero point of the stellar ages
and masses. We determined the zero point correction that brings the
PARSEC evolutionary tracks and isochrones to full agreement with
the solar mass, luminosity, and age; that is, the present solar Teff and
luminosity are recovered for the correct values of mass and age: we
adopt 4.57 × 109 years from Connelly et al. (2012). The respective
corrective values of effective temperature and bolometric absolute
magnitude are +111 K and −0.068 dex, and the grid of evolutionary
tracks and isochrones was shifted by these values.

From the bolometric absolute magnitudes, we also calculated the
luminosities (L/L⊙) and, in sequence, the stellar radii (R/R⊙) through
the Stefan-Boltzmann law. From the stellar mass and radius, we
determined the evolutionary surface gravities (log 𝑔), which we adopt
as our best values.

The uncertainties of the absolute bolometric magnitudes, lumi-
nosities, radii, and surface gravities were estimated using the usual
propagation of errors formula, assuming independence between the
variables. Finally, for metallicity [Fe/H] , we adopt (somewhat arbi-
trarily and conservatively) an error of 0.10 dex: for the stars for which
only photometric determinations of [Fe/H] from the calibration of
Holmberg et al. (2007), we adopted 0.15 dex as the error.

3.4 Second round of iterations for Teff and [Fe/H]

Our determination of evolutionary surface gravities for the whole
sample allows the further improvement of the accuracy of the Teff and
[Fe/H] scales. We recomputed the average photometric Teff with the
corrected [Fe/H] values and the evolutionary log 𝑔 as input. The
whole cycle is summarized as follows:

1) Calculation of the initial Teff,phot, employing the colours plus
the metallicities and surface gravities compiled from the literature;

MNRAS 000, 1–14 (2024)
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2) Comparison of the Teff,phot with the one employed by the authors
from which we compiled [Fe/H] and log 𝑔, after which we apply the
first [Fe/H] correction;

3) Recomputation of Teff,phot employing the corrected [Fe/H] val-
ues;

4) Determination of stellar bolometric magnitudes, luminosities,
masses, and radii employing the corrected Teff and [Fe/H] values:
determination of evolutionary surface gravities;

5) Recomputation of the Teff,phot using the values of metallicity
and surface gravity determined in items 2 and 4, respectively, closing
the first cycle of iterations;

6) Comparison of the iterated Teff,phot with the original Teff from
the literature (Teff,lit), and application of the second (and last)
[Fe/H] correction;

7) Calculation of the Teff,phot from the final [Fe/H] values and the
evolutionary log 𝑔 determined in item 4;

8) Determination of the final values of stellar bolometric mag-
nitudes, luminosities, masses, and radii from the new Teff,phot and
[Fe/H] values: calculation of the final values of evolutionary surface
gravity;

9) Calculation of the final Teff,phot using the final [Fe/H] values
(item 6) and the final evolutionary log 𝑔 values (item 8), closing the
second cycle of iterations.

After the second iteration, we observed full convergence for all
parameters; the maximum variation of effective temperature between
items 7 and 9 is only 1 K. We present all stellar parameters here
determined in Tables 3 and 4 with their errors, for each star. In
short, the mean error of effective temperature remained 38 K; the
log 𝑔, mass, and radius mean errors are, respectively, 0.05 dex, 0.05
M⊙ and 0.03 R⊙ . Isochronal ages were included in Table 4 only if
their determination carried a mean error lower than 1.0 Gyr, which
we consider the internal precision limit for building the age-activity
relation (Sec. 5).

Henceforth, Teff, [Fe/H], and log 𝑔 refer exclusively to the final set
of iterated atmospheric parameters, Teff,phot and [Fe/H] corrected
for the Teff,phot scale: all evolutionary parameters are consistent with
this adopted Teff and [Fe/H] scale. In a final validation test, we
compared our atmospheric parameters with those from the Gaia
FGK Benchmark Stars (Jofré et al. 2018) and the TITANS metal-
poor reference stars (Giribaldi et al. 2021), for all stars in common (13
stars and four stars, respectively). For the Gaia benchmark stars, the
mean difference (this work− theirs) was 13±45 K in Teff, 0.01±0.07
dex in log 𝑔 and 0.01 ± 0.05 dex in [Fe/H], without any trend of the
differences with the parameters themselves. For the TITANS stars,
the mean difference was 8 ± 32 K in Teff, 0.02 ± 0.02 dex in log 𝑔,
and 0.06± 0.07 dex in [Fe/H] . Our atmospheric parameters are thus
in line with recent determinations.

4 - DETERMINATION OF THE CHROMOSPHERIC
ABSOLUTE FLUXES

In this section, we derive the total absolute fluxes at the H𝛼 line core,
in units of erg cm−2 s−1, composed of the photospheric part, which
is largely dominant, plus the chromospheric component. We then
describe the procedure to correct for photospheric flux and obtain
the purely chromospheric component.

4.1 - Theoretical absolute flux calibration

We used theoretical stellar atmosphere models from the latest version
of the NMARCS suite (Gustafsson et al. 2008) to determine the

Figure 4. The three continuum regions (in red) and the H𝛼 region (in blue)
in which we measured, respectively, 𝑓𝐻𝛼 and 𝑓𝑟𝑒 𝑓 , in the spectrum of the
solar twin star HD 146233 at low resolution, R = 11 000.

total absolute fluxes. The LTE models cover the following range
of the atmospheric parameters: 4800 < Teff (K) < 6400, −1.0 <

[Fe/H] < +0.4 and 3.4 < log 𝑔 < 4.6, spaced, respectively, by 200
K, 0.2 dex and 0.2 dex.

The core of the H𝛼 line is formed very high in the stellar atmo-
spheres (Vernazza et al. 1981; Leenaarts et al. 2012), and the LTE
approximation is not valid. We employed a semi-empirical approach,
relating the observed flux in selected continuum windows in the spec-
tra (for which the theoretical flux is accurate) to the observed fluxes
at the H𝛼 line core. We thus quantify the latter following the equation

𝐹𝐻𝛼

𝐹𝑟𝑒 𝑓
=

𝑓𝐻𝛼

𝑓𝑟𝑒 𝑓
× Δ𝜆 , (4)

where 𝐹𝐻𝛼 is the real absolute flux in the line (the variable of
interest), 𝐹𝑟𝑒 𝑓 is the real absolute flux in the continuum region, given
by the theoretical models, 𝑓𝐻𝛼 and 𝑓𝑟𝑒 𝑓 are the apparent fluxes,
measured directly off the spectra, and Δ𝜆 the bandwidth used for the
continuum regions. This procedure is superior to that employed by
Pasquini & Pallavicini (1991) and LPM05 since the total flux at the
line core is referenced to accurate line-free continuum fluxes, not
far in wavelength to the H𝛼 line core and calculated with internally
precise atmospheric parameters determined for each star, explicitly
taking into account the [Fe/H] and log 𝑔 dependence.

The continuum regions used were three: (1) 6504.95 - 6507.55
Å, (2) 6599.96 - 6604.25 Å, and (3) 6614.49 - 6616.15 Å. The
apparent fluxes of these regions are highlighted in Fig. 4, as well as
the apparent flux to be measured in the H𝛼 line. Following equation
4, we obtained three estimates for 𝐹𝐻𝛼, and a simple mean of these
values established the final value.

We computed absolute fluxes in the continuum regions (𝐹𝑟𝑒 𝑓 )
tailored to the individual atmospheric parameters of the program
stars. The fluxes were estimated by a cubic multiparametric re-
gression on Teff, [Fe/H] and log 𝑔 of the grid models, obtaining
𝐹𝑟𝑒 𝑓 = 𝐹𝑟𝑒 𝑓 (Teff, [Fe/H], log 𝑔) representations for each continuum
region. The mean residual of the 𝐹𝑟𝑒 𝑓 = 𝐹𝑟𝑒 𝑓 (Teff, [Fe/H], log 𝑔)
regression is 𝜎𝑟𝑒𝑔 = 8 × 103 erg cm−2 s−1, a negligible value com-
pared with typical values of the chromospheric fluxes, as will be
shown later.

4.2 Determination of the absolute flux in the H𝛼 line core

The next step is determining the ideal bandwidth to measure the
flux around the center of the H𝛼 line so we can quantify 𝑓𝐻𝛼 and,
finally, 𝐹𝐻𝛼. In the H𝛼 line, the chromospheric emission is given
by a smooth filling on its core, as seen in Fig. 5, lacking the well-
known structure of emission and self-absorption of the Ca II H+K
lines. The stars highlighted in Fig. 5 have, within each comparison,
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Table 3. Atmospheric parameters collected from the literature and the final values used in this paper. The first column indicates the star identification (HD
number). The second to fourth columns show the atmospheric parameters compiled from the literature, with the reference specified in the fifth column.
Unavailable parameters are indicated by "–". Stars for which no spectroscopic metallicity was available had their [Fe/H] estimated from the Holmberg et al.
(2007) calibration, as indicated in the "Reference" column with "H". Teff,phot and its uncertainty, corrected [Fe/H] and evolutionary log 𝑔 computed in the
present work are, respectively, shown in the last four columns. The full table, including the full literature list for the atmospheric parameters, is available only
online.

Literature Adopted in this work

HD Teff (K) [Fe/H] log 𝑔 Reference Teff,phot (K) 𝜎 (K) [Fe/H] log 𝑔 𝜎

105 6126 +0.08 4.65 39 5960 27 −0.06 4.42 0.04
166 5465 +0.14 4.53 29 5521 21 +0.17 4.55 0.03
1237 5541 +0.12 4.54 29 5480 28 +0.08 4.51 0.05
1461 5724 +0.17 4.35 29 5743 13 +0.18 4.37 0.04
1466 6135 −0.06 4.39 19 6139 41 −0.06 4.40 0.05
1581 5922 −0.21 4.35 29 6009 70 −0.16 4.43 0.05
1835 5817 +0.21 4.46 29 5772 23 +0.18 4.44 0.04
2151 5816 −0.12 3.95 29 5893 65 −0.07 4.00 0.04
3047 – +0.02 – H 5901 22 +0.02 3.98 0.08
3443 5501 −0.21 4.28 18 5551 61 −0.18 4.23 0.05
... ... ... ... ... ... ... ... ... ...

Table 4. Bolometric correction (BC) and magnitude (Mbol), luminosity (L/L⊙), radius (R/R⊙), mass (M/M⊙) and age with its respective uncertainties. The
inferior and superior age errors are indicated separately; for the mass, the uncertainty was taken as the average between the two values. The lack of ages indicated
by "–" represents the cases in which we could not determine the age with the necessary precision (error < 1 billion yrs.). The last column indicates the stars with
ages determined by asteroseismology (*, see Table. 9) and stars that are members of young open clusters or stellar associations, whose ages were taken from
specific and more detailed works (A, see Table. 7). If this column is empty, the age was determined ordinarily through isochrones. The full table is available
online.

HD BC Mbol 𝜎Mbol L/L⊙ 𝜎L/L⊙ R/R⊙ 𝜎R/R⊙ M/M⊙ 𝜎M/M⊙ Age (Gyr.) 𝜎INF
Age (Gyr.) 𝜎SUP

Age (Gyr.) Note

105 −0.051 4.513 0.008 1.222 0.009 1.037 0.010 1.036 0.050 0.045 0.004 0.004 A
166 −0.133 5.241 0.007 0.625 0.004 0.864 0.007 0.963 0.021 – – –
1237 −0.144 5.223 0.009 0.635 0.005 0.884 0.010 0.933 0.053 – – –
1461 −0.086 4.531 0.006 1.201 0.007 1.107 0.006 1.049 0.065 – – –
1466 −0.027 4.267 0.007 1.532 0.011 1.094 0.015 1.099 0.043 0.045 0.004 0.004 A
1581 −0.044 4.530 0.012 1.202 0.014 1.011 0.024 1.008 0.043 – – –
1835 −0.081 4.666 0.007 1.061 0.007 1.030 0.009 1.067 0.041 0.625 0.050 0.050 A
2151 −0.061 3.396 0.011 3.417 0.036 1.773 0.040 1.139 0.049 6.400 0.560 0.560 *
3047 −0.059 3.246 0.053 3.921 0.190 1.894 0.048 1.237 0.053 4.880 0.611 0.476
3443 −0.126 4.506 0.064 1.229 0.072 1.199 0.044 0.893 0.023 12.70 1.130 0.640
... ... ... ... ... ... ... ... ... ... ... ... ... ...

very similar atmospheric parameters, and therefore, the observed
flux difference in the spectra is assumed to be entirely due to a
difference in chromospheric fill-in emission. Essentially, we presume
the photospheric component of the flux to be separable from the
chromospheric one and accountable by the theoretical representation
of the model atmospheres solely as a function of Teff, [Fe/H] and
log 𝑔.

The bandwidth to integrate the line core flux needs to be wide
enough to include all of the chromospheric emission, a problem al-
ready reviewed at length in the literature (Pasquini & Pallavicini
1991, LPM05). Ensuring that the chromospheric fill-in is fully ac-
counted for is a more fundamental problem than allowing excess,
unwanted purely photospheric flux to be included in the integration,
since the subtraction procedure will merely eliminate this excess. Our
concern is thus allowing the bandwidth to be as wide as necessary.
For this analysis, we selected many pairs of stars with different levels
of magnetic activity but with nearly equivalent atmospheric param-
eters and considered within the same resolution group of observed
spectra. For each pair, we considered the spectrum of the more active

star ratioed to the spectrum of the more inactive star. Two examples
are seen in Fig. 5. The ideal bandwidth is limited to the wavelength
range where the flux ratio differs from unity, including all of the
prominence peak centered at the line core.

It is apparent in Fig. 5 that the “ideal” bandwidth for the different
spectral resolutions, 𝑅 ∼ 11 000 and 𝑅 ∼ 30 000, is not the same, the
lower resolution spectra requiring, as expected, a larger bandwidth
than the spectra with higher resolution. Herbig (1985), Pasquini &
Pallavicini (1991) and LPM05 have all converged to the same value,
using high-resolution spectra: Δ𝜆𝐻𝛼 = 1.7 Å. We defined Δ𝜆𝐻𝛼 =

2.4 and 1.8 Å respectively, for R = 11 000 and R = 30 000 spectra,
essentially because these were the larger values set by data with good
S/N, after we analyzed all possible ratio spectra of stars sharing the
same Teff, [Fe/H] and log 𝑔, particularly scrutinizing ratio spectra of
dwarf/subgiant pairs in an attempt to ascertain that the chromospheric
component in the wider cores of evolved stars is included in the flux
computation. Evolved stars show unequivocally wider H𝛼 doppler-
cores than less evolved stars at the same Teff. Possible trends of
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Figure 5. Normalized flux ratio spectra (in green) for pairs of active-inactive
stars (in each case with identical atmospheric parameters but widely differ-
ent levels of chromospheric emission) showcased along with the individual
spectra (in orange and blue), for data of (a) low resolution, R = 11 000 and
(b) high resolution, R = 30 000. The non-ratioed spectra have been arbitrarily
displaced downward. Black dashed vertical lines bracket the characteristic
bandwidth we adopted to include all of the chromospheric contribution.

the bandwidths with the atmospheric parameters of the stars were
investigated but deemed inconclusive.

Absolute fluxes at the H𝛼 line core, averaged for the three con-
tinuum windows, were computed from Eq.4. The next step is to ho-
mogenize data from the different spectral resolutions, computed from
differentΔ𝜆𝐻𝛼 bandwidths, to the same scale. The larger 𝑅 ∼ 30 000
subsample was chosen as the standard. We plotted the absolute fluxes
for the 62 stars with spectra at both resolutions and derived a simple
linear regression. The result is a very tight correlation (R = 0.955)

𝐹30000 = 0.619 × 𝐹11000 − 9.04 × 104 , (5)

where 𝐹30000 and 𝐹11000 are, respectively, the absolute fluxes for
𝑅 ∼ 30 000 and 𝑅 ∼ 11 000. The uncertainty associated with the
conversion is a significant one for the total error budget: it is set at the
standard deviation of the regression, 𝜎 = 1.47× 105 ergs cm−2 s−1.

All fluxes are thus homogenized; we no longer distinguish between
the two distinct resolving powers and average the flux values for the
stars that have more than one observation. At least two observations
are available for 124 stars (24 % of the sample).

4.3 Photospheric correction and final chromospheric absolute
fluxes

We obtained the final chromospheric absolute fluxes by removing
the purely photospheric component, which we deem as dependent
exclusively on the atmospheric parameters, Teff, [Fe/H], and log 𝑔.
In Fig. 6, we plot the total absolute fluxes for the whole sample
as a function of Teff. We adopt the same procedure as LPM05 and
define the photospheric correction as the total absolute flux of the
least active star at a given Teff , under the hypothesis that the lowest
flux corresponds to a star with null, or, more rigorously, minimum,
chromospheric activity. Total fluxes are highly correlated to Teff: we
employed this fact to our advantage by estimating the photospheric
contribution. A second-order polynomial was fitted to the 20 most
inactive stars using the log(𝑅′

𝐻𝐾
) indicator (Sect. 5) for what we

assume to represent the general trend of the photospheric contribu-
tion. This function is then displaced vertically to fit the least possible
active star in the H𝛼 fluxes, in this case, one single star, HD 114762.
This envelope of minimal activity, defined for each Teff, is subtracted
from the total stellar fluxes, providing the final purely chromospheric
fluxes. The equation that describes the photospheric correction is

Fphot (erg cm−2 s−1) = 0.4 · T2
eff − 2167 · Teff − 3.676 × 106 . (6)

Figure 6. Absolute total fluxes as a function of Teff for the 511 sample
stars, dwarfs (blue circles) and subgiants (red squares). The black dashed line
indicates the best fitting line to the H𝛼 total fluxes for the most inactive stars
considering the values of log(𝑅′

𝐻𝐾
) (in green); the black continuous line

represents this same fitting line vertically shifted to fit the star HD 114762
(orange circle). For illustration, we also show as the thin dashed line the
photospheric correction (scale shifted) applied to the 𝜆8498 Ca ii infrared
triplet by Lorenzo-Oliveira et al. (2016b).

Similarly to LPM05 and Pasquini & Pallavicini (1991), we find
(Fig.6) that the lowest H𝛼 fluxes are systematically populated by
subgiant stars, even though the photospheric correction envelope is
defined by the dwarf star HD 114762, which is arbitrarily set to
possess null chromospheric flux. HD 114762 is a low-mass, low-
metallicity (M/M⊙ ∼ 0.83 and [Fe/H] ∼ -0.7), very evolved star
(R/R⊙ ∼ 1.17, L/L⊙ ∼ 1.59, log 𝑔 ∼ 4.2) star for which we could not
determine the isochronal age. We note that this procedure sets the
zero point of the chromospheric flux scale but does not influence the
age scale, which is independently set in Sect. 3. All stars with total
absolute flux values close to the envelope of photospheric correction
will automatically have very uncertain chromospheric fluxes, and no
meaningful chromospheric ages will be attributable to them.

This empirical, heavily sample-dependent approach to defining the
photospheric correction is objectionable on several accounts. It dif-
fers fundamentally from that of Pasquini & Pallavicini (1991), who
compared H𝛼 chromospheric fluxes and F’K fluxes (the latter corre-
sponding to absolute chromospheric fluxes for the Ca ii K line) and
forced the former to go to zero along with the latter. This somewhat
more physical treatment can also be criticized because H𝛼 and the
Ca ii H+K lines are formed at slightly different depths within stellar
chromospheres. These lines reflect different formation physics and
are characteristic of different atmospheric levels (Schoolman 1972;
Vernazza et al. 1981).

In the present work, we accept the arbitrary nature of the pho-
tospheric correction defined in Fig.6, yet we hypothesize that the
extension of the sample towards very inactive, subgiant stars, as
well as very metal-poor, old stars, in all probability will push the
photospheric correction to lower levels and change the procedure we
adopt here. It seems reasonable to suppose that for still more evolved,
slower rotating stars, even lower chromospheric fluxes will be ob-
served and that no cool star will effectively ever reach null values of
chromospheric contribution. There is no consensus in the literature,
as yet, on either the presence of basal chromospheric fluxes (Schri-
jver 1995) or its magnetic and/or acoustic character (Schrĳver 2023,
and references therein). Ideally, purely photospheric fluxes at the H𝛼
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line core should be computed for a full NLTE grid of models. This
approach is, however, computationally expensive and falls beyond
the scope of this work.

4.4 Error budget evaluation

A comprehensive list of uncertainties affecting the final error budget
of the chromospheric fluxes is:

(i) residuals of the cubic regressions to determine the theoretical
absolute fluxes in the continuum regions;

(ii) uncertainties in the theoretical absolute fluxes of the contin-
uum regions reflected by the errors in Teff , [Fe/H] and log 𝑔;

(iii) standard deviation of the H𝛼 mean total fluxes averaged for
the three continuum regions;

(iv) standard deviation of the mean H𝛼 total fluxes, when more
than one measurement is available for a star;

(v) standard deviation of the conversion equation between the two
flux scales (high and low-resolution spectra), only for fluxes coming
from the low resolution spectra, which are the ones converted.

We performed Monte Carlo simulations (N = 103) for each star,
generating Gaussian distributions of Teff , [Fe/H] and log 𝑔 centered
on each star’s adopted values and based on their typical uncertainties
(respectively, 38 K, 0.10 dex and 0.05 dex) to estimate the errors re-
flected by these parameters on the calculation of the total fluxes. The
corresponding distribution of chromospheric fluxes was calculated
by subtracting the photospheric correction defined in subsection 4.3.
To illustrate the procedure, we show in Fig. 7 the distributions gen-
erated for HD 76932, a star with the same Teff of HD 114762 (which
cannot be used for this evaluation, being defined as having exactly
zero chromospheric flux), but slightly more active. The standard de-
viations of the simulated distributions of chromospheric fluxes (due
to each atmospheric parameter) were quadratically added to the un-
certainties provided by items i, iii, iv, and v above, using 𝜎2 =

∑
𝜎2
𝑖
.

Similarly to Lorenzo-Oliveira et al. (2016b) (Paper I) for the chro-
mospheric fluxes in the infrared Ca II triplet, we find a strong correla-
tion of the simulated total fluxes with Teff , which partially translates
in a correlation of the chromospheric fluxes with Teff . This can be
appreciated in the left-middle and left-lower panels of Fig. 7. How-
ever, unlike Fig. 12 of Lorenzo-Oliveira et al. (2016b), the inclination
of the distribution of H𝛼 simulated total fluxes with Teff differs from
the corresponding inclination of the envelope of photospheric cor-
rection. The near-perfect cancellation of the photospheric correction
errors in the chromospheric triplet line fluxes is not realized for H𝛼,
and a residual Teff dependence must be considered. Table 5 shows
the values of total fluxes and chromospheric fluxes and their errors.

As a further check on the uncertainties of our measurements, we
searched for possible modulations in the H𝛼 absolute fluxes for all
stars for which we observed more than three spectra on different
dates (Table 6). The mean value 𝜎F̄total

/F̄total = 0.0141 ± 0.0069
testifies to the high internal consistency of our observations (spanning
nearly three decades and different detectors) and also that H𝛼 is little
affected by either stellar cycles or transient phenomena.

5 RESULTS

5.1 H𝛼 chromospheric fluxes and Ca ii H+K flux-flux relations

Our large sample spanning wide intervals of Teff, [Fe/H] and log 𝑔,
as well as mass, age, and activity levels, allows the detailed absolute
flux-flux analysis between H𝛼 and Ca ii H+K chromospheric losses,

Table 5. Final total and purely chromospheric fluxes for the program stars.
The first column is the HD number; the second column is total absolute flux,
Ftotal; the third column is the chromospheric component, Fchrom, with its
associated uncertainty 𝜎Fchrom in the last column. The full table is available
online.

HD Ftotal (×106 Fchrom (×106 𝜎Fchrom (×106

erg cm−2 s−1) erg cm−2 s−1) erg cm−2 s−1)

105 6.1760 1.1967 0.2028
166 5.1051 1.1920 0.1570
1237 4.7784 0.9570 0.1476
1461 5.2141 0.7812 0.1633
1466 6.5522 1.0939 0.2150
1581 5.5336 0.4258 0.1604
1835 5.4911 0.9873 0.1506
2151 5.0826 0.2760 0.1439
3047 5.3314 0.5044 0.1520
3443 4.5854 0.6044 0.1453
... ... ... ...

Table 6. Total mean absolute fluxes (F̄total) for all objects with n ≥ 3 spectra.
The first column identifies the star; second column gives the number of
available spectra; third and fourth columns, respectively, list the mean absolute
flux F̄total and its absolute uncertainty, 𝜎F̄total

, in erg cm−2 s−1. Last column
gives the relative error 𝜎F̄total

/F̄total. The top panel lists the R = 11 000 low-
resolution data, giving raw data, that is, not converted to the R = 30 000 flux
scale through Eq. 5). The bottom panel lists the R = 30 000 high-resolution
data. Please note that the two flux scales are not interchangeable.

HD N F̄total (×106 𝜎F̄total
(×106 𝜎F̄total

/F̄total
erg cm−2 s−1) erg cm−2 s−1)

10700 3 6.7152 0.1437 0.021
53705 3 8.4351 0.0694 0.008
84117 3 9.7806 0.1306 0.013
101501 3 7.5270 0.0979 0.013
104304 5 7.7024 0.0910 0.012
114613 4 7.9733 0.0644 0.008
114946 4 5.4225 0.0309 0.006
140283 3 7.6225 0.0419 0.006
146233 9 8.6161 0.0630 0.007

Sun 14 5.1202 0.8169 0.016
1581 4 5.5336 1.0930 0.020
1835 6 5.4911 0.09251 0.017
2151 4 4.9943 0.0536 0.011
10700 4 4.1417 0.0177 0.004
11131 3 5.8542 0.0611 0.010
25874 3 4.9480 0.0081 0.002
115383 15 6.2468 0.0523 0.008
128620 4 5.4467 0.792 0.015
138573 3 5.2340 0.1721 0.033
146233 10 5.1494 0.0926 0.018
147513 8 5.6597 0.0797 0.014
165185 7 5.9908 0.1281 0.021
182572 7 4.8009 0.0487 0.021
190248 4 4.9663 0.0604 0.021
196378 4 5.4779 0.0826 0.021
206860 9 6.2659 0.0442 0.021
221343 5 5.2848 0.0717 0.014
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Figure 7. Propagation of the errors of 𝑇eff , log 𝑔 and [Fe/H] in the total and
chromospheric absolute fluxes utilizing Monte Carlo simulations, for the star
HD 76932. Upper panels show the result of 103 simulations around the mean
values of the parameters; middle panels show their reflection in the total flux
(the line in the left-center panel is the run of photospheric correction); lower
panels show their reflection in the chromospheric fluxes.

and its relation to intrinsic stellar properties established with high
precision and consistency. Lorenzo-Oliveira et al. (2016a) showed
quantitatively that Ca ii log(𝑅′

𝐻𝐾
) indexes are marred by strong mass

and [Fe/H] biases, in the sense that metal-poor stars have shallower
Ca ii profiles that mimic high levels of chromospheric fill-in, and
thus appear more active and younger than metal-rich stars at a given
Teff or mass (see also Rocha-Pinto & Maciel 1998). Such biases
affect the derivation of age-activity relationships.

In order to explore these effects, we built a cross-sample for H𝛼

and Ca ii H+K fluxes by compiling values of Mount Wilson 𝑆𝑀𝑊
indexes from Duncan et al. (1991); Wright et al. (2004a); Baliunas
et al. (1995); Henry et al. (1996); Gray et al. (2003, 2006); Jenkins
et al. (2006, 2008); Mamajek & Hillenbrand (2008); Schröder et al.
(2009); Isaacson & Fischer (2010); Gomes da Silva et al. (2021). We
computed H+K chromospheric fluxes according to the prescription
of Middelkoop (1982). The photospheric correction 𝐶𝑐 𝑓 , based on
the 𝐵−𝑉 colour, was used to determine the quantity 𝑅𝐻𝐾 , following
the equation

𝑅𝐻𝐾 = 1.34 × 10−4 · 𝐶𝑐 𝑓 · 𝑆𝑀𝑊 . (7)

We applied the 𝑅𝑝ℎ𝑜𝑡 correction of Hartmann et al. (1984), which
represents the residual photospheric contribution to the fluxes in
these lines, and computed the 𝑅′

𝐻𝐾
quantity:

𝑅′
𝐻𝐾 = 𝑅𝐻𝐾 − 𝑅𝑝ℎ𝑜𝑡 . (8)

We note that these calibrations, dating back to the creation of the
Mount Wilson <S> index, do not account for [Fe/H] differences and
are strictly valid only close to solar metallicity.

From the 𝑅′
𝐻𝐾

indexes, we arrived at the chromospheric losses in
these lines (𝐹′

𝐻𝐾
), in erg cm−2 s−1, related to the bolometric fluxes

Figure 8. Relation between the H𝛼 chromospheric fluxes and 𝐹′
𝐻𝐾

(left
panel) and 𝐹′

𝑇𝑅𝐼𝑃
(right panel), in erg cm−2 s−1, for stars with both mea-

surements on each comparison. Typical error bars for the solar flux values
are shown in the bottom right of the left panel. We assume the uncertainty in
𝐹′
𝐻𝐾

and 𝐹′
𝑇𝑅𝐼𝑃

to be 2 × 105 erg cm−2 s−1

.

by:

log(𝑅′
𝐻𝐾 ) = log

(
𝐹′
𝐻𝐾

𝜎T4
eff

)
. (9)

By checking the behavior of 𝐹′
𝐻𝐾

with Teff , we noticed a residual
undesired trend for the hottest stars of the sample, which we inter-
preted as reminiscent photospheric fluxes insufficiently corrected for
these stars. We corrected the trend by fitting an envelope to these
fluxes, following

F𝐻𝐾
𝑝ℎ𝑜𝑡

(erg cm−2 s−1) = −8.48 · Teff + 2.65 × 105 , (10)

for stars with Teff < 5473 K, and

F𝐻𝐾
𝑝ℎ𝑜𝑡

(erg cm−2 s−1) = +0.682 ·T2
eff−7428 ·Teff+2.04×107 , (11)

for Teff ≥ 5473 K. The subtraction of this envelope provides the final
purely chromospheric losses in the H+K lines. This H+K flux scale
leads to somewhat reduced fluxes and should not be taken at face
value. It also reflects an arbitrary, sample-defined zero point, similar
to our H𝛼 chromospheric flux scale, the important point being that
both reflect real differences between active and inactive stars.

We next built the direct flux-flux correlation between the chromo-
spheric fluxes of H𝛼 (here called 𝐹′

𝐻𝛼
) and the H+K lines (𝐹′

𝐻𝐾
), in

erg cm−2 s−1, shown in Fig. 8 and color-coded by [Fe/H] . Not un-
expectedly, the fluxes have a stronger correlation for the more active
stars of our sample, composed chiefly of young stars of clusters and
stellar associations. Below the ∼ 106 erg cm−2 s−1 level, for both
variables, observational errors become important.

The most evident feature of the flux-flux comparison is that metal-
rich stars occupy systematically higher positions than metal-poor
stars, which means that their H𝛼/H+K flux ratio is consistently larger
than the same ratio calculated for metal-poor stars. No comparable
segregation is seen in similar Teff and log 𝑔−stratified plots. This re-
sult is in line with the conclusions of Lorenzo-Oliveira et al. (2016a)
and is explained by purely observational biases; thereby, the deeper
Ca ii line profiles of metal-rich stars distort the true physical fluxes,
making them appear reduced by lowering the photospheric correc-
tion baseline. In their turn, the shallower Ca ii profiles artificially
heighten the observed fluxes of metal-poor stars. This apparent dis-
tortion of H+K fluxes is seen in contrast to the H𝛼 fluxes because the
Balmer line profiles are essentially insensitive to [Fe/H] variations
(Fuhrmann et al. 1993). H𝛼 chromospheric losses can, therefore, be
expected to better reflect actual physical chromospheric losses with-
out a significant metallicity bias. This interpretation is independently
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Figure 9. The run of 𝐹′
𝐻𝛼

(top panel) and 𝐹′
𝐻𝐾

(bottom panel), in 106 erg
cm−2 s−1, versus Teff , color coded by [Fe/H], for the 468 stars with both
measurements. The Sun is plotted by its usual symbol.

reinforced by comparing 𝐹′
𝐻𝛼

to 𝐹′
TRIP (right panel of Fig. 8), the

latter being the chromospheric fluxes in the Ca ii infrared triplet lines
derived by the prescription of Paper I.

We compare the chromospheric losses versus Teff for H𝛼 and
the H+K lines (color-coded by [Fe/H]) in Fig. 9. It is apparent that
for H𝛼 the statistical expectation for the sample behavior is entirely
borne out: metal-poor stars (older in average) populate lower values
of 𝐹′

𝐻𝛼
, while metal-rich stars (younger in average) populate higher

activity levels. This physically consistent behavior is absent in the
H+K plot, in which metal-rich stars are found at very low levels
of chromospheric activity. In contrast, metal-poor stars populate the
high flux levels. Again, we interpret this odd state of affairs by invok-
ing the aforementioned spectral biases, which affect chromospheric
losses inferred from the Ca ii metal lines but not H𝛼.

To try and quantify the magnitude of the metallicity biases affect-
ing 𝐹′

𝐻𝐾
as opposed to 𝐹′

𝐻𝛼
, we computed a linear regression to the

data of Fig. 8, and the residuals were fitted against [Fe/H]. Significant
correlations were found: 𝜌 = 0.53 and t−value ∼ 13.6 for the com-
parison between 𝐹′

𝐻𝛼
and 𝐹′

𝐻𝐾
, and 𝜌 = 0.60 and t−value∼ 10.8 for

the comparison between 𝐹′
𝐻𝛼

and 𝐹′
𝑇𝑅𝐼𝑃

. At first-order, this behav-
ior is well explained by the [Fe/H] bias, and the remaining scatter is
probably accounted for by variations in mass and evolutionary state,
as well as cycle modulation.

5.2 The age-activity relation

The chromospheric activity versus age relation is built by retaining
only stars with precise isochronal ages, here considered as 𝜎(age) ≤
1 Gyr. Members of open clusters and young stellar associations enter
the relation by way of their collective age (Table 7). We deliberately
excluded from the calibration the few stars with published asteroseis-
mological ages and the Sun, which will be used later as a consistency
check on the calibration built solely with isochronal ages.

To build the calibration conservatively, we truncated the isochronal
ages at ≤ 9 Gyr and the stellar F′

𝐻𝛼
at ≥ 2 x 105 erg cm−2 s−1, taken

as the lower limit of detectability. These cuts attempt to preclude
ascribing unrealistic ages to stars with very low levels of chromo-
spheric flux and to keep the ages physically within the age limit of
the Galactic disc, taken at ∼9 Gyr (Del Peloso et al. 2005b), although

Table 7. Stellar ages adopted for members of open clusters and young stellar
associations.

Cluster/Association Age Reference

Beta Pictoris (25 ± 3) × 106 yrs. Messina et al. (2016)
Hyades (760 ± 35) × 106 yrs. Pasquini et al. (2023)
Pleiades (112 ± 5) × 106 yrs. Dahm (2015)

Tucana-Horologium (45 ± 4) × 106 yrs. Bell et al. (2015)

Table 8. Coefficients for the age-activity relation of Eq. 12, with their uncer-
tainties and statistical t-values.

Coefficient Value Error |𝑡 |

constant −107.306 11.753 9.130
A +42.976 4.047 10.619
B −4.279 0.487 8.785
C +0.835 0.152 5.506
D −3.931 0.348 11.281

we note that the distribution of absolute Gaia G magnitudes for white
dwarfs within 40 pc of the Sun is compatible with older age, albeit
significant uncertainties remain (Cukanovaite et al. 2023). The final
calibrating sample contains 186 stars −, a reduction of only 14 %
from the original 217 stars with precise isochronal ages.

We performed the multilinear regression functionally using the
same format as the calibration of Lorenzo-Oliveira et al. (2016a):

log(Age) = const. + 𝐴 · log(𝐹′
𝐻𝛼) + 𝐵 · log(M/M⊙) + 𝐶 · [Fe/H]

+ 𝐷 · log(𝐹′
𝐻𝛼)

2,

(12)

for which the coefficients are given in Table 8 with their errors
and statistical t-values. Applying |𝑡 | > 2 criteria, all coefficients
are relevant, bringing out the significant role played by mass and
metallicity in setting the time evolution of chromospheric losses.
We found R2 ≈ 0.75, and 𝜎reg ≈ 0.24 dex (log(Age) in Gyr) as
the standard error of the regression. This standard deviation can be
contrasted to the relation found for the H+K age-activity relation by
Lorenzo-Oliveira et al. (2016a), for which 𝜎reg ≈ 0.14 dex.

We compare the ages determined by both our calibration (Eq. 12)
and that of Lorenzo-Oliveira et al. (2016a) for the Ca ii H+K lines
against published asteroseismological ages in Table 9. A simple linear
regression with the latter as dependent variable provides correlation
coefficients 𝜌 = 0.65 and 𝜌 = 0.82, respectively, for H𝛼 and Ca ii
H+K. Asteroseismological ages, though slightly model-dependent,
are widely regarded as golden standards against which chromospheric
ages must be measured. Stellar ages can be determined almost ex-
clusively through model-dependent or empirical methods, no single
method being accurately applicable across the full age range of the
Galactic disc or for a wide range of masses (Soderblom 2010), there-
fore justifying an attack on the problem with different approaches.
H𝛼 chromospheric losses suffer from larger relative errors than those
derived from the H+K lines.

The calibration of Eq. 12 expresses the different timescales of the
decay of chromospheric activity obtained for stars with distinct mass
and [Fe/H], and can be contrasted to the age-activity calibration of
the Eq. 1 of Lorenzo-Oliveira et al. (2016a),

log(𝑡) = −56.01 − 25.81 · log(𝑅′
𝐻𝐾 ) − 0.44 · [Fe/H]

−1.26 · log(M/M⊙) − 2.53 · log(𝑅′
𝐻𝐾 )

2 .
(13)
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Table 9. Chromospheric ages derived from Eq. 12 and published asteroseis-
mological ages, in 109 years, for the control stars. The first column is HD
number, the second column and third columns are, respectively, the H𝛼 and
Ca ii chromospheric ages, last column provides the published asteroseismo-
logical age and its source: (a) Huber et al. (2022), (b) Brandão et al. (2011), (c)
Tang & Gai (2011), (d) Ball et al. (2020), (e) Castro et al. (2021), (f) Chontos
et al. (2021), (g) Joyce & Chaboyer (2018), (h) Metcalfe et al. (2023), (i)
Bazot et al. (2018), (j) Soriano & Vauclair (2010), (k) Mosser et al. (2008),
(l) Metcalfe et al. (2024), (m) Metcalfe et al. (2020) and (n) Connelly et al.
(2012).

Star H𝛼 Age H+K Age Aster. Age

1581 8.15+6.01
−3.46 5.79+2.20

−1.60 5.30 ± 0.50 (a)
2151 7.25+5.35

−3.07 5.73+2.18
−1.58 6.40 ± 0.56 (b)

10700 10.83+7.99
−4.60 14.07+5.35

−3.88 [8 - 10] (c)
38529 2.00+1.48

−0.85 2.71+1.03
−0.75 3.07 ± 0.39 (d)

43587 11.03+8.14
−4.68 6.16+2.34

−1.70 6.2 ± 0.1 (e)
43834 8.64+6.38

−3.67 5.15+1.96
−1.42 6.2 ± 1.4 (f)

128620 2.49+1.83
−1.05 4.46+1.70

−1.23 5.3 ± 0.3 (g)
128621 3.02+2.25

−1.28 5.23+1.99
−1.44 5.3 ± 0.3 (g)

141004 9.57+7.06
−4.06 5.62+2.14

−1.55 5.40 ± 0.70 (h)
146233 5.70+4.20

−2.42 5.36+2.04
−1.48 4.67+0.87

−1.29 (i)
160691 5.96+4.39

−2.53 4.55+1.73
−1.25 6.34 ± 0.80 (j)

203608 6.24+4.60
−2.65 4.93+1.88

−1.36 7.25 ± 0.07 (k)
217014 2.37+1.74

−1.00 4.59+1.75
−1.26 4.80+0.70

−0.40 (l)
219834 4.13+3.05

−1.76 4.64+1.76
−1.28 6.20 ± 0.20 (m)

Sun 5.06+3.73
−2.15 5.29+2.01

−1.46 4.5670 ± 0.0002 (n)

The theoretical expectation to be checked with these two calibrations
is based on the surface convection of solar-type stars and on the
chromospheric activity decay over time:

• For two stars with the same [Fe/H] and the same level of chro-
mospheric activity, the more massive star, convectively less efficient,
needs to be younger than the less massive star, convectively more
efficient, to explain the observed activity;

• For two stars with the same mass and level of chromospheric
activity, the metal−poorer star, convectively less efficient, needs to be
younger than the richest star, convectively more efficient, to explain
the observed activity.

The first point is verified in both calibrations through the negative
sign of the mass coefficient. Reducing mass increases log(t), and
vice-versa. The second point is observed only in our H𝛼 calibration,
where the metallicity coefficient is positive. Increasing [Fe/H] would
increase log(t), and vice-versa. As we proposed, the apparent failure
of the H+K calibration in recovering this feature is due to the metal-
licity bias discussed in the last subsection. From a purely theoretical
point of view, mass and metallicity are probably not fully independent
as variables, but the qualitative behavior attached to our calibration
seems robust and in line with theoretical expectation, even though
we do not support a strict quantitative determination owing to the in-
trinsically large uncertainties associated with the H𝛼 chromospheric
fluxes, the isochronal ages and the regressive model itself, which is
certainly a poor representation of an intrinsically complex problem.

The age-activity relation is superimposed to the data points of
stars in a narrow range of [Fe/H] and mass in Fig. 10, including the
Pleiades and Hyades clusters, the 𝛽 Pic and Tuc-Hor young associ-
ations, and two stars with asteroseismological ages. We averaged 15
stars with isochronal ages in the 6.0−7.5 Gyr and 7.5−9.0 Gyr age

Figure 10. The age activity-relation from Eq. 12 for 1.00 M⊙ and solar
metallicity (black line), with data points in the range 0.90 < M/M⊙ < 1.10
and −0.20 < [Fe/H] < +0.20, sided by the corresponding relations for 0.90
M/M⊙ (upper dashed line) and 1.10 M/M⊙ (lower dashed line). The Sun is
plotted with its usual symbol (orange) fitted by a Skumanich-like decay law
(red line).

Figure 11. Run of H𝛼 chromospheric fluxes with the stellar isochronal ages
(color-coded by [Fe/H]) for the 186 stars that define the regression of Eq. 12
(plus the Sun), namely, all stars for which 𝜎age < 1 Gyr, 𝐹′

𝐻𝛼
values > 2 ×

105 erg cm−2 s−1 and isochronal ages < 9 Gyr (see text). The Sun is plotted
with its usual symbol.

ranges into two data points, for which the uncertainties are the aver-
ages of the age and chromospheric flux errors of the individual ob-
jects. By restricting the mass and metallicity dimensions, we found an
age-activity trend very similar to the one found by Lorenzo-Oliveira
et al. (2018) for solar twin stars. We also note that a Skumanich-like
power law (proportional to age−0.5), forced to pass through the solar
position, initially underestimates the rapidity of the decay in chro-
mospheric flux but agrees with our calibration at ∼3 Gyr. In Fig. 11,
the [Fe/H] and mass dimensions are ignored, and the age-activity
relation is all but lost − very similarly to Fig.1 of Pace (2013). One
also notes that similarly to Fig. 9, metal-rich stars (younger on av-
erage) populate higher levels of activity than metal-poor stars (older
on average). As a further test, we isolated a subsample of Fig. 11
in the narrow 0.90 < M/M⊙ < 1.10 range and ascertained that the
aforementioned effect is even more clearly expressed.

H𝛼 chromospheric ages for our sample of 511 stars are given in
Table 10, along with chromospheric ages determined through the
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Table 10. Chromospheric ages, in 109 years, for the sample stars (identified
in the first column), calculated by the calibration of Eq. 12 (second column)
from the H𝛼 chromospheric fluxes and the calibration of Lorenzo-Oliveira
et al. (2016a) (third column) from the H+K chromospheric fluxes (when
available). See text for details. The full table is available online.

Star H𝛼 Age H+K Age
(this work) (Lorenzo-Oliveira et al. 2016a)

HD105 0.379+0.280
−0.161 0.274+0.104

−0.076

HD166 0.822+0.606
−0.349 0.299+0.114

−0.082

HD1237 2.087+1.540
−0.886 0.486+0.185

−0.134

HD1461 3.248+2.396
−1.379 4.968+1.890

−1.369

HD1466 0.447+0.330
−0.190 0.273+0.104

−0.075

HD1581 8.152+6.014
−3.461 5.792+2.203

−1.596

HD1835 1.255+0.926
−0.533 0.429+0.163

−0.118

HD2151 7.252+5.350
−3.079 5.727+2.179

−1.578

HD3047 3.680+2.715
−1.562 4.899+1.863

−1.350

HD3443 6.833+5.041
−2.901 7.193+2.736

−1.982
... ... ...

calibration of Lorenzo-Oliveira et al. (2016a) (Eq. 13, their Eq. 1),
using 𝑅′

𝐻𝐾
(whenever available). Conservatively, we did not attempt

to derive H𝛼 chromospheric ages for stars with 𝐹′
𝐻𝛼

≤ 2 × 105 erg
cm−2 s−1, as explained above. Similarly, we refrain from ascribing
ages to stars with 𝑅′

𝐻𝐾
values below −5.1: this value corresponds to

extremely inactive & evolved stars (Wright et al. 2004b). Moreover,
we reject chromospheric age determinations that surpass ≥9 Gyr.
Stars falling into one or more of the criteria above are included in
Table 10 but have empty entries.

6 CONCLUSIONS

We determined the absolute H𝛼 total and purely chromospheric
fluxes for 511 solar-type stars spanning a wide interval of pre-
cisely determined masses, metallicities, ages, and states of evolution
through the use of modern model atmospheres and spectra of high
S/N ratio and moderately high resolution. A careful determination
of the stellar parameters was made through photometric calibrations
of effective temperature, the compilation of spectroscopic determi-
nations of [Fe/H] from the literature, the use of recent evolutionary
tracks and isochrones to estimate mass and age, and the HIPPARCOS
and Gaia DR2 parameters as tools for the derivation of the remaining
variables. We also compiled for the sample stars published values
of 𝑆𝑀𝑊 and computed their H+K chromospheric losses. Both 𝐹′

𝐻𝛼

and 𝐹′
𝐻𝐾

are expressed in a physical basis as erg cm−2 s−1. We
discussed in detail the flux-flux relation for H𝛼 and the H+K lines
and quantified the [Fe/H] biases that strongly affect the physical in-
terpretation of the Ca ii H+K fluxes. We derive for the H𝛼 fluxes a
detailed age-activity-mass-metallicity calibration for 186 stars with
precise isochronal ages.

We summarize our main conclusions as follows:

(i) Even though total H𝛼 chromospheric losses are of a lesser
magnitude and less precise than those of the Ca ii H+K lines, they are
useful diagnostics of magnetic activity, spanning a sizable dynamic
range and well correlated both to 𝐹′

𝐻𝐾
and Ca ii infrared triplet

fluxes, except for the lowest activity levels;
(ii) The underlying photospheric flux of the Ca ii lines, as well

as that of the Ca ii infrared triplet lines, suffers from a strong bias
in which the deep profiles of metal-rich stars (in average, younger)
mimic lower chromospheric fluxes, while the shallow profiles of
metal-poor stars (in average, older) mimic enhanced chromospheric
losses, significantly blurring the age-activity relation. This bias ac-
counts for most (if not all) of the absence of chromospheric activity
decay with age after ∼1 Gyr, reported in the literature;

(iii) The Ca ii H+K lines being the standard, most widely studied
tool to quantify magnetic activity in solar-type stars, care should be
exercised in employing them whenever there is reason to suppose
that wide ranges of mass and/or [Fe/H] may be involved;

(iv) H𝛼 chromospheric losses do not suffer from significant metal-
licity biases and, despite suffering from larger uncertainties in chro-
mospheric flux, are shown to be useful age indicators for FGK stars,
particularly if employed in tandem with other age diagnostics;

(v) The H𝛼’s age-activity-mass-metallicity calibration appears to
be in line with the theoretical expectation that (all other parameters
being equal) more massive stars possess narrower convective zones
and are less active than less massive stars. In contrast, more metal-
rich stars, with their deeper convective zones, appear more active
than metal-poorer stars.

Clear directions of improvement on our analysis is to build a larger
sample, providing a better understanding of the metallicity bias af-
fecting the Ca ii lines and a more precise estimation of the zero-point
flux scale of H𝛼. Our work supports the notion that chromospheric
fluxes allow the determination of meaningful ages up to the so-
lar age, particularly if multiplex chromospheric age determinations
can be brought to bear simultaneously. Even though H𝛼 chromo-
spheric losses suffer from significant relative errors, we suggest it is
sufficiently precise to add statistical significance to chromospheric
ages when averaged between various spectroscopic indicators and
completely independent methods. Such compositions of indepen-
dent methods to constrain stellar ages are gaining traction, the most
widely used, besides chromospheric activity, being Li abundances
(Mamajek et al. 2002; Nielsen & Close 2010; Jeffries et al. 2023),
kinematics (Almeida-Fernandes & Rocha-Pinto 2018), gyrochronol-
ogy (Barnes 2007, who also argue in favor of chromospheric methods
to uncover undetected companions) and chemical clocks (Da Silva
et al. 2012), to cite a few. Suitable recent applications of such a
syncretic approach are given by Burgasser & Mamajek (2017) for
the TRAPPIST-1 red dwarf system, whereby the authors employ Li
abundances, surface gravity features, metallicity, kinematics, rota-
tion, and magnetic activity, among other criteria, to constrain the
system’s age at ∼7.6 Gyr; and by Stanford-Moore et al. (2020), em-
ploying colours, Li absorption strengths and R’HK indices to obtain
posterior ages for 2630 nearby field stars.
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